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In this paper we present a detailed study of the hitting set �HS� problem. This problem is a generalization of
the standard vertex cover to hypergraphs: one seeks a configuration of particles with minimal density such that
every hyperedge of the hypergraph contains at least one particle. It can also be used in important practical
tasks, such as the group testing procedures where one wants to detect defective items in a large group by pool
testing. Using a statistical mechanics approach based on the cavity method, we study the phase diagram of the
HS problem, in the case of random regular hypergraphs. Depending on the values of the variables and tests
degrees different situations can occur: The HS problem can be either in a replica symmetric phase, or in a
one-step replica symmetry breaking one. In these two cases, we give explicit results on the minimal density of
particles, and the structure of the phase space. These problems are thus in some sense simpler than the original
vertex cover problem, where the need for a full replica symmetry breaking has prevented the derivation of
exact results so far. Finally, we show that decimation procedures based on the belief propagation and the survey
propagation algorithms provide very efficient strategies to solve large individual instances of the hitting set
problem.
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I. INTRODUCTION AND MOTIVATION

In this paper we discuss the statistical physics of the hit-
ting set �HS� problem, which is a NP-complete problem in
set theory �1�: Given a collection of subsets S of a universe
U, one is asked to find a subset H of U that intersects �“hits”�
every set in S. In other words, every set in S must contain at
least one element of H. The HS is an interesting problem in
itself, and it is closely related to several other well known
optimization and decision problems. Interestingly enough, it
turns out that the HS problem is the generalization to hyper-
graphs of the celebrated vertex cover �VC� problem, which is
intimately related to spin glass problems in statistical phys-
ics, and has received a lot of attention in recent years from
the physics community �2–5�.

The problem can be easily stated in terms of Boolean
variables on a bipartite graph: We consider a large population
of N variables xi, which can be either active �xi=1� or inac-
tive �xi=0�, and M function nodes �or tests�, ta, and build up
a random regular hypergraph �or factor graph�, i.e., a bipar-
tite graph where each variable is connected exactly to L tests,
and each test is connected exactly to K variables �with NL
=MK�. The function nodes enforce the constraint that at least
one of the variables to which they are connected must be
active. The case K=2 reduces to the standard VC problem. In
this paper we will be mainly interested in the minimal HS,
i.e., a cover of the hypergraph with the minimal possible
number of active variables.

The model can be also interpreted as a system of M Bool-
ean clauses over the N variables which should be simulta-
neously satisfied: each clause is an OR function involving K
randomly chosen variables, �e.g., xi1

∨ ¯ ∨xiK
=1� and they

are such that each variable appears exactly in L clauses.
Thus, the minimal HS configuration corresponds to a pattern
of the variables xi which satisfies all the M clauses with the
minimal number of ones.

The interest of the present study is twofold. Statistical
physics studies of the VC problem on random graphs have

shown that, depending on the average degree of a variable in
the graph, the problem is either simple �meaning that replica
symmetry is unbroken�, or very difficult �meaning that a full
replica symmetry breaking �RSB� scheme is necessary�. As
the theory of full RSB is not well under control for “finite
connectivity” graphs �where the degrees of variables are fi-
nite�, the difficult region is not fully understood, notwith-
standing the recent progress made in Refs. �2–4�. As we shall
see, the HS displays, for certain families of random graphs,
an intermediate situation which is both nontrivial, because
RSB is needed, but under control, because the solution is
given by a first order RSB �1RSB�, as developed for finite
connectivity problems in �6�. Therefore this model joins the
family of well controlled hard combinatorial optimization
problems in which 1RSB is supposed to give exact results, a
family which includes K satisfiability �7–10�, graph coloring
�11�, random Boolean equations �12�, 1-in-K satisfability
�13�, and lattice glasses �14,15�.

On the other hand, there are several applications of HS to
important practical “real-world” tasks. In particular, HS is
closely related to the group testing �or pool testing� proce-
dures �16,17�. The object of the group testing is to identify
an a priori unknown subset of a large population of N vari-
ables, called the set of active �or defective� items, using as
few queries as possible. Each query �or test� is connected to
a certain subset of K items, and informs the tester about
whether or not the subset contains at least one active item. A
negative answer implies that all the items of the subset are
inactive. This approach is used in many different applica-
tions, beginning with an efficient blood testing procedure
�18�. Other applications include quality control in product
testing �19�, searching files in a storage systems �20�, effi-
cient accessing of computer memories, sequential screening
of experimental variables �21�, and many others, such as the
basic problem of DNA libraries screening, which is very im-
portant in modern biological applications such as monolocal
antibody generation. Objectives of group testing range from
finding an optimal strategy with the minimal number of tests,
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to devising an efficient algorithm able to reconstruct the pat-
tern of active items.

In the group testing problem, it is easy to first identify the
variables which are sure zeros �the ones which are connected
at least to one negative test�. If one now considers the re-
duced graph obtained from the original GT problem by re-
moving these sure zero variables, as well as all the negative
tests, one obtains a reduced graph �with fluctuating degrees�.
The problem of identifying the active items in this graph is
exactly the HS problem. Therefore the study of the phase
diagram of the HS could give useful insights, for example, to
understand which is the best reconstruction algorithm for the
pattern of active items to be used depending on the topologi-
cal properties of the factor graph.

In this paper we first present the study of the phase dia-
gram of the random regular HS problem, where each variable
appears in L tests and each test involves K variables, based
on the cavity method �6� �these results could also be obtained
in the framework of the replica approach �9,22��. We show
that depending on the values of the variables and tests degree
different situations can occur: The minimal HS problem can
be either in a replica symmetric �RS� phase or in a one-step
replica symmetry breaking �1RSB� phase. In these two cases
we give explicit results on the minimal density of active
items, and the structure of the phase space. On the other
hand, there are also cases �like, e.g., the ordinary VC with
K=2 and L�3�, where a higher order RSB pattern is
needed; these are more difficult problems that we do not
address in this paper. The summary of the situation for the
various values of K and L is contained in Fig. 4. We then
introduce the survey propagation �SP� and the belief propa-
gation �BP� type algorithms, the analog for this problem of
the ones which have turned out to be so efficient in K satis-
fiability �10�. We show that a decimation procedure based on
the surveys turns out to be an efficient way to solve large
instances of the HS problem.

The paper is organized as follows: In the next section we
define the problem and we introduce the statistical mechan-
ics formulation; in Sec. III we develop the cavity approach
and work out the RS solution; in Sec. IV we focus on the
1RSB solution for the phase diagram, on the minimal HS
limit, and on the stability of the 1RSB approach with respect
to further breaking of the replica symmetry; Sec. V explains
the use of the BP and SP algorithms, and their application
with a decimation procedure, to solve individual large in-
stances of the problem; Finally, in Sec. VI we discuss the
results found and conclude this work.

II. HITTING SET: DEFINITION AND STATISTICAL
PHYSICS FORMULATION

We consider a factor graph containing N+M vertices: N
of them are associated with variables, we shall label them by
i , j , . . . � �1, . . . ,N�. The other M are associated with func-
tion nodes �or tests�, denoted by a ,b . . . � �1, . . . ,M�. An
edge i−a between variable i and vertex a is present in the
factor graph whenever variable i appears in test a. The factor
graph is bipartite.

The HS problem is the following: each variable i can be
either inactive �xi=0� or active �xi=1�. We request that, for

each of the M tests, at least one out of the K variables con-
nected to it be equal to 1. The optimization problem �mini-
mal HS� consists of finding a configuration that satisfies all
these constraints and has the smallest value Amin of the
“weight,”

A��xi�� = �
i=1

N

xi. �1�

One is also interested in knowing the number of configura-
tions which satisfy all constraints, when A has a fixed value
�Amin.

We shall use the following statistical mechanics formula-
tion of the problem. Given an instance of the problem, char-
acterized by a factor graph, we introduce the set of admis-
sible configurations C, which are all configurations of the N
variables such that, for each clause a, at least one variable
connected to a takes value 1. Denoting by �a the variables
which enter in clause a �i.e, the set of neighbors of a in the
factor graph�, we thus impose �i��a�1−xi�=0. The
Boltzmann-Gibbs measure �canonical ensemble� is defined
as P��xi��= �1/Z�e−�A��xi��. The chemical potential � controls
the overall density of ones �=�ixi /N. The minimal HS prob-
lem is recovered in the �→� limit, where the Boltzmann-
Gibbs measure concentrates on configurations with the
smallest number of active variables. We are also interested in
understanding the properties of the microcanonical measure
PA

mc which is the uniform measure on the admissible configu-
rations �xi� with a fixed weight A��xi��=A, whenever such
configurations exist. These properties will be studied hereaf-
ter through a detour to the canonical ensemble, using en-
semble equivalence.

The partition function of the model reads

Z = �
�xi�

e−H��xi�� = e−�F = eS−�N�, �2�

where F is the free energy and S is the entropy.
In the following we shall be particularly interested in the

random L ,K HS problem, in which the factor graph is a
random regular �L ,K� bipartite graph, uniformly chosen
from all the possible graphs where each variable is connected
to L tests and each test is connected to K variables.

The thermodynamic limit is taken by letting the number
of variables N and the number of constraints M go to infinity
with a fixed ratio �=M /N, keeping the degrees K and L
fixed. In the following we use the cavity method �6�, which
allows us to write down iterative self-consistent relations for
local expectation values, which are exact on a loopless fac-
torized graph �i.e., a tree�. For any finite values of N and M
the graph is only locally treelike, and it has loops whose
average length is expected to scale as ln N. Therefore the
cavity method is expected to provide good approximations
for large samples and to become exact in the thermodynamic
limit.

III. CAVITY APPROACH AND REPLICA SYMMETRIC
SOLUTION

Given a graph and a variable i, we consider a subgraph
rooted in i obtained by removing the edge between i and one
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of its neighboring tests, a. Define Z0
�i→a� and Z1

�i→a� as the
partition functions of this subgraph restricted to configura-
tions where the variable xi is respectively inactive �xi=0� or
active �xi=1�. Assuming that the subgraph is a tree �which is
generically correct, when one takes the large N limit, up to
any finite depth�, these restricted partition functions can be
written recursively �see Fig. 1�: consider the function nodes
b belonging to the neighborhood �i of i. For each b��i \a,
consider the restricted partition functions Y�b→i� and Y1

�b→i�

on the rooted branches of the graph starting from b, which
are defined, respectively, as the total partition function of the
branch, and the partition function of the branch restricted to
configurations in which at least one of the remaining K−1
variables connected to the test is active.

One obtains the following recursion relations:

Z1
�i→a� = e−� �

b��i\a
Y�b→i�,

Z0
�i→a� = �

b��i\a
Y1

�b→i�. �3�

Analogously, one can express Y�a→i� and Y1
�a→i� in terms of

the restricted partition functions Z0
�j→a� and Z1

�j→a� for j
��a \ i:

Y1
�a→i� = �

j��a\i
�Z0

�j→a� + Z1
�j→a�� − �

j��a\i
Z0

�j→a�,

Y�a→i� = �
j��a\i

�Z0
�j→a� + Z1

�j→a�� . �4�

It is now convenient to introduce two local cavity fields on
each edge of the graph, defined as e�hi→a =Z1

�i→a� / �Z0
�i→a�

+Z1
�i→a��, and e�va→i =Y1

�a→i� /Y�a→i�. Basically, e�hi→a mea-
sures the local probability that the variable i is active in
absence of the link with the test a. In terms of the local
cavity fields, the recursion relations, Eqs. �3� and �4�, read

e�hi→a =
exp�− ��

exp�− �� + exp	 �
b��i\a

�vb→i
 ,

e�va→i = 1 − �
j��a\i

�1 − e�hj→a� . �5�

For any given finite graph, Eqs. �5� provide a set of 2MK
�two equations for each edge of the graph� coupled algebraic
equations, the so-called belief propagation �BP� equations,
which can in principle be solved on any individual instance.
From these local fields one can compute the system free
energy density f =F /N in terms of variable, test, and edge
contributions �6�. In order to do that, let us consider an in-
termediate object, a factor graph made up by N variables and
M tests where KL “defective” variables are connected only
with L−1 tests and KL defective tests are connected only to
K−1 variables, while all other variables and tests have their
natural degree �respectively L and K�. We can now go from
this intermediate graph to a well defined regular factor graph
where each variable is connected to L tests and each test to K
variables in two ways:

�i� We can either add K new items and L new tests and
connect each of the item to L out of the LK defective tests
and each new test to K out of the LK defective variables. In
this way we obtain a regular hypergraph made up by N+K
variables and M +L tests, all with their natural degree;

�ii� or we can add LK new edges between pairs of defec-
tive variables and tests. In this way we obtain a regular hy-
pergraph made up by N variables and M function nodes, all
with their natural degree.

In formulas we get

F�N + K� − F�N� = F0 + �
i=1

K

�FV
i

+ �
a=1

L

�FT
a − 	F0 + �

�j,b�
�Fe

�j,b�
 , �6�

where F0 is the free energy of the intermediate graph, �FV
i is

the free energy shift due to the addition of a new variable i,
�FT

a is the free energy shift due to the addition of a new test
a, and �Fe

�j,b� is the free energy shift due to the addition of a
new edge between the item j and the test b. Supposing that
the free energy scales linearly with the number of items, the
previous relation allows us to determine the free energy den-
sity.

The free energy shifts appearing in Eq. �6� can be written
in terms of the restricted partition functions defined above:

e−��FV
i

=

�
b��i

Y1
�b→i� + e−� �

b��i

Y�b→i�

�
b��i

Y�b→i�
,

e−��FT
a

=

�
j��a

�Z0
�j→a� + Z1

�j→a�� − �
j��a

Z0
�j→a�

�
j��a

�Z0
�j→a� + Z1

�j→a��
,

v
b i

h
a

i

b

i

j

h
aj

v
a

i

ia

a

FIG. 1. Subgraph rooted in i in absence of the neighboring test
a �on the left�. The function nodes b belong to the neighborhood of
i �b��i \a� and send the messages vb→i to the site i. The site i sends
the message hi→a to the function node a, according to Eqs. �5�.
Analogously, on the left we have sketched the subgraph rooted in
the function node a in absence of the edge with the variable i. The
sites j belong to the neighborhood of a �j��a \ i� and send the
messages hj→a to the function node a. According to Eqs. �5�, a
sends the message va→i to the site i.
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e−��Fe
�j,b�

=
Z0

�j→b�Y1
�b→j� + Z1

�j→b�Y�b→j�

Y�b→j��Z0
�j→b� + Z1

�j→b��
. �7�

The free energy shifts can be finally rewritten in the follow-
ing way in terms of the local cavity fields:

− ��FV
i��i = ln�exp�− �� + exp	 �

b��i

�vb→i
� ,

− ��FT
a��a = ln�1 − �

j��a

�1 − e�hj→a�� ,

− ��Fe
�j,b� = ln�e�hj→b + e�vb→j − e�hj→b+�vb→j� . �8�

The expectation value of the number of active variables on
each site i �also called marginals of the BP equations� can be
obtained by deriving the free energy with respect to the
chemical potential leading to

� = 1

N
�

i

xi� =
1

N

��F

��

=
1

N
�

i

exp�− ��

exp�− �� + exp	 �
b��i

�vb→i
 . �9�

A. Replica symmetric solution, entropy crisis, and
stability

Equations �5� can be written for arbitrary graphs and they
provide exact marginal probability distributions �and thus ex-
act densities of active variables� only for loopless trees. They
are particularly suited for very large random hypergraphs,
where, due to the local treelike structure, they are expected to
provide exact results in the RS phase.

The simplest hypothesis one can make is the so-called
replica symmetric �RS� ansatz. Assuming that there is a
single state describing the equilibrium behavior of the sys-
tem, one can look for factorized replica symmetric solutions
of the cavity equations, where all the local fields are equal on
all the edges of the graph, i.e., hi→a=hRS and va→i=vRS,
∀�i ,a�. Within this approximation, Eqs. �5� reduce to

�vRS = ln�1 − � e��L−1�vRS

e−� + e��L−1�vRS
�K−1� . �10�

The free energy shifts reduce to node and edge independent
quantities and can be easily evaluated, along with all the
thermodynamic observables.

In Fig. 2 the density of active variables � and the entropy
density s=S /N=−�F /N+�� are plotted as functions of the
chemical potential � for L=2 and K=6 �left panel� and for
L=6 and K=12 �right panel�. In this RS solution, � goes to
1/K as � goes to infinity. One readily notes that while in the
first case the entropy density stays finite even in the �→�
limit �meaning that there is an extensive number of RS states
with density of active variables equal to 1/K satisfying the
minimal covering of the hypergraph� in the second case the
entropy density becomes negative for chemical potentials
larger than a certain threshold �s=0 �or, equivalently, for den-

sities of active variables smaller that a certain value�.
These results can be easily understood by noting that in

the �→� limit the RS fields are simply given by

�hRS = −
�

L
−

L − 1

L
ln�K − 1� ,

�vRS = −
�

L
+

1

L
ln�K − 1� . �11�

Therefore according to Eq. �9�, �=1/K, whereas the free
energy density reads

�f�� → � � =
�

K
+

�L − 1��K − 1� − 1

K
ln K

−
�L − 1��K − 1�

K
ln�K − 1� , �12�

which immediately leads to

s�� → � � =
1

K
��L − 1��K − 1�ln�K − 1�

− ��L − 1��K − 1� − 1�ln K� . �13�

In the large connectivity limit �K ,L�1�, the entropy density
scales as

s�� → � ;L,K � 1� �
ln K − L

K
. �14�

Thus s��→ � � is positive if ln K�L, while it is negative for
L� ln K.

Clearly, the results presented above imply that the RS
solution is wrong for � large enough, at least in the case L
=6 and K=12. The RS solution turns out to be incorrect if
the assumption of the existence of a single equilibrium state
fails, meaning that fields incoming to a given node become
correlated. To gain further insight, one can test the stability
of this RS solution by computing the nonlinear susceptibility,
defined as

0 4 8 12µ

0

0.2

0.4

0.6 S

ρ

0 4 8 12µ

0

0.2

0.4

0.6
S

ρ

FIG. 2. �Color online� Density of active items � and entropy
density s=S /N as a function of the chemical potential � in the RS
solution of the HS for L=2 and K=6 �left panel� and for L=6 and
K=12 �right panel�. The red dotted vertical line in the right panel
corresponds to the point where the RS solution becomes unstable
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	2 =
1

N
�
i,j

�xixj�c
2. �15�

If 	2 diverges, the incoming cavity fields are strongly corre-
lated and the RS assumption is inconsistent. �Notice that the
divergence of the linear susceptibility corresponds to a
modulation instability which is not compatible with the ran-
dom nature of the graph.� By using the fluctuation-
dissipation theorem, one can relate the connected correlation
functions between nodes i and j to the local cavity fields
�15�. This finally leads to the following stability criterion:

�
j��a\i;b��j\a

	 �va→i

�vb→j

2


 1. �16�

For the RS solution this criterion yields

��L − 1��K − 1�� e�hRS�1 − e�vRS�
e�vRS�1 − e�hRS�

� 
 1. �17�

Using the previous equation, we find that for several values
of L and K the RS solution becomes indeed unstable above a
certain chemical potential. For L=6 and K=12 the point
where the instability appears is marked on the right plot as a
vertical dotted line. However, it is well known from the
physics of glassy systems that the RS solution can be wrong
because of a first order transition to a replica symmetry
breaking solution, not detected by the stability argument.

IV. 1RSB CAVITY APPROACH

Figure 2 clearly shows that the RS solution fails at high
chemical potential and low density of active items �at least
for L=6 and K=12�, due to the fact that the hypothesis of the
existence of a single state becomes inconsistent. Therefore in
this case other solutions must be found. In the following we
employ a one-step replica symmetry breaking �1RSB� ap-
proach �6� within the cavity method described in the previ-
ous section. More precisely, we assume that exponentially
many �pure� states �in the size of the system� exist and that
the neighbors of a given node, in the absence of the node
itself, are uncorrelated only within each of these states.

Local fields on a given edge can now fluctuate from pure
state to pure state. The cavity method provides a statistical
description of the local fields in each state �, which must be
weighted according to their Boltzmann weight e−�F� �6�. In
order to deal with this situation, on each edge of the graph
one has to introduce two probability distribution functions,
Pi→a�h�, and Qa→i�v�: Pi→a�h� gives the probability density
of finding the fields hi→a equal to h for a randomly chosen
state �respectively, Q�v� gives the probability density of find-
ing the field va→i=v�. By using the cavity method, the fol-
lowing self-consistent integral relations are found �6,14�:

Pi→a�h� = Z1� �
b��i\a

�dvb→iQ�vb→i��

���h − h̄��vb→i���e−�m�FV,iter
i��i\a

,

Qa→i�v� = Z2� �
j��a\i

�dhj→aP�hj→a��

���v − v̄��hj→a���e−�m�FT,iter
a��a\i

, �18�

where h̄��vb→i�� and v̄��hj→a�� enforce the local cavity equa-
tions, Eqs. �5�, m is the usual 1RSB parameter �22� �fixed by
the maximization of the free energy with respect to it�, Z1
and Z2 are normalization factors, and �FV,iter

i��i\a and �FT,iter
a��a\i

are the free energy shifts involved in the iteration processes,
which take into account the reweighting factors of the differ-
ent pure states. Using the relations

− ��FV,iter
i��i\a = ln

Z0
�i→a� + Z1

�i→a�

�
b��i\a

Y�b→i�
= − ��FV

i��i + ��Fe
�i,a�,

− ��FT,iter
a��a\i = ln

Ya→i

�
j��a\i

�Z0
�j→a� + Z1

�j→a��

= − ��FT
a��i + ��Fe

�i,a�, �19�

one obtains the expressions of the free energy shifts involved
in the iteration processes in terms of the local cavity fields

− ��FV,iter
i��i\a = ln�exp�− �� + exp	 �

b��i\a
�vb→i
� ,

− ��FT,iter
a��a\i = 0. �20�

In analogy with Eq. �6�, from the local fields probability
distribution, one can also compute the 1RSB free energy of
the system, as a sum of contributions due to the addition of a
new item �V

i , addition of a new test �T
a, and addition of a

new edge between a variable and a test, �e
�i,a�:

K = �
i=1

K

�V
i + �

a=1

L

�T
a − �

�j,b�
�e

�j,b�, �21�

with

�V
i = −

1

m�
ln�� �

b��i

�dvb→iQ�vb→i��e−�m�FV
i � ,

�T
a = −

1

m�
ln�� �

j��a

�dhj→aP�hj→a��e−�m�FT
a� ,

�e
�i,a� = −

1

m�
ln�� �dhi→aP�hi→a��

��dva→iQ�va→i��e−�m�Fe
�i,a�� , �22�

where the free energy shifts �FV
i��i, �FT

a��a, and �Fe
�i,a� are

defined in Eq. �8�.
In the 1RSB formalism �6�, the 1RSB free energy �� ,m�

is given by �in the thermodynamic limit�
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− �m��,m� = − �mf��� + ��f� . �23�

Therefore by Legendre transforming the 1RSB free energy,
we obtain the complexity ��f� �i.e., the logarithm of the
number of states with free energy density equal to f�:

� = �m2���,m�
�m

, f =
��m��,m��

�m
, �24�

with �m=���f� /�f .
On infinite random regular hypergraphs one can assume

that the 1RSB glassy phase is translationally invariant, i.e.,
that the probability distribution of the local cavity fields are
edge independent: for all edges a− i, Pi→a�h�= P�h�, and
Qa→i�v�=Q�v�. In this case, Eqs. �18� become two coupled
integral equations for the probability distributions P and Q,
and can be solved for any value of � and m by means of a
population dynamics algorithm �6�.

At low � one finds with this procedure that P�h� and Q�v�
always converge toward the RS solution: starting from popu-
lations of fields with an arbitrary distribution, they converge
to populations of identical fields such that P�h�=��h−hRS�
and Q�v�=��v−vRS�, where hRS and vRS are the values of the
local cavity fields which satisfy the factorized RS equation,
Eq. �10�.

When � is increased, a first nontrivial distribution is
found at �=�d for m=1. At this point many states appear.
The phase space splits into many clusters of solutions and,
even though they are only metastable �the equilibrium state
is still given by the RS solution at this point, since the maxi-
mum of the 1RSB free energy occurs at m�1�, they could
trap most of the algorithms and dynamical procedures which
look for a covering pattern of a given hypergraph. Thus for a
density of active items smaller than this “dynamical” thresh-
old a survey propagation algorithm �7� should be used to find
solutions of the HS for finite instances.

A static phase transition �which is only relevant at equi-
librium� appears at higher chemical potential, �=�c, where
the maximum of the 1RSB free energy is located in m=1, the
complexity vanishes �6,14,15�, and a thermodynamic transi-
tion from the RS phase to a 1RSB glassy one takes place �for
L=6 and K=12 we find that �d�6.2 and �c�7�.

A. Minimal hitting set

Now we consider the minimal HS problem. Namely, we
still request that all the clauses are satisfied, but using the
minimum possible number of active variables. This corre-
sponds to the �→� limit in our statistical physics formula-
tion.

We thus consider the �→� limit of the 1RSB equations,
Eqs. �18�. In this limit, according to Eqs. �5�, it is self-
consistent to assume that the local cavity fields hi→a and va→i
can be either equal to minus one or to zero. In particular, the
field va→i is equal to minus one if all the incoming fields
hj→a are equal to −1 too, while it equals zero if at least one
of the hj→a is zero. On the other hand, hi→a turns out to be
equal to −1 if all the incoming fields vb→i are equal to zero,
and it equals zero if at least one of the vb→i is −1. Therefore
the probability distribution functions reduce to

Pi→a�h� = �1 − g�i→a��h + 1� + gi→a��h� ,

Qa→i�v� = �1 − u�a→i��v + 1� + ua→i��v� �25�

and the 1RSB integral equations reduce to algebraic equa-
tions for the coefficients. For instance, the second of Eqs.
�18� becomes

ua→i = �1 − �
j��a\i

�1 − gj→a�� , �26�

where y=�m. Analogously, for the first equation we have

gi→a =
	1 − �

b��i\a
ub→i
e−y

e−y + �1 − e−y� �
b��i\a

ub→i
. �27�

Finally, after some algebra, the following system of equa-
tions for the coefficients ua→i can be obtained:

ua→i = 1 − �
j��a\i � �

b��j\a
ub→j

e−y + �1 − e−y� �
b��j\a

ub→j� . �28�

These equations are the �“zero temperature”� survey propa-
gation �SP� equations �7,10� for the minimal HS problem. In
the case K=2, one recovers the result found for the VC in
Refs. �2,3�. We will see in the next section how to use them
algorithmically in order to solve single instances. Assuming
that the coefficients ua→i solving Eq. �28� have been deter-
mined, the 1RSB free energy can be computed, according to
Eqs. �22�:

�V
i = −

1

y
ln�1 + �1 − e−y� �

a��i

ua→i� ,

�T
a = −

1

y
ln�1 − �1 − e−y� �

i��a

�
b��i\a

ub→i

e−y + �1 − e−y� �
b��i\a

ub→i� ,

�e
�i,a� = −

1

y
ln�1 − �1 − e−y��1 − ua→i�

�

�
b��i\a

ub→i

e−y + �1 − e−y� �
b��i\a

ub→i� . �29�

In the minimal HS limit one has that −y=�−y�. According
to Eq. �24�, the complexity � is recovered by Legendre
transforming the function  via the relation

� = y2�

�y
, �30�

which leads to the following equation for the density of ac-
tive items:
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� =  + y
�

�y
. �31�

On infinite random-regular hypergraphs, the coefficients
ua→i can be assumed to be edge independent: ua→i=u. In this
case the problem reduces to solving the single algebraic
equation for the coefficient u:

u = 1 − 	 uL−1

e−y + �1 − e−y�uL−1
K−1

. �32�

Once one has found the solution u to this equation, the
1RSB free energy simplifies to

�y� = −
1

y
ln

1 + �1 − e−y�uL

�1 − u�L/K . �33�

The complexity ����, and the density � are then easily evalu-
ated using Eqs. �30� and �31�.

In Fig. 3 the complexity � is plotted as a function of � for
L=4 and K=8. The complexity vanishes at �cov, correspond-
ing to the minimal HS density. At lower densities � is nega-
tive, implying that for ���cov no solutions satisfying all the
clauses can be found and a COV-UNCOV transition takes
place. The complexity has a maximum at �d �given by
�2�y�y��=0�. The curve also displays a nonconcave part for
y�yd, the physical interpretation of which has not yet been
understood.

B. Stability of the 1RSB solution

To determine whether the equilibrium state is really de-
scribed by a 1RSB solution or whether further replica sym-
metry breakings occur, one has to study the stability of the
1RSB solution. The stability analysis of the RS ansatz inves-
tigates if the RS state tends to split into exponentially many
states. Since in the 1RSB phase the Gibbs measure is decom-

posed in a cluster of different thermodynamic pure states
�22�, there are two different kinds of instabilities that might
show up �15,23�: �i� either the states can aggregate into dif-
ferent clusters �in order to study this first instability one has
to compute the interstate susceptibility�, or �ii� each state can
fragment in different states �in order to study this second
instability the intrastate susceptibility must be computed�.

In the minimal HS limit, the instability of the first kind
can be easily studied by computing the eigenvalue of the
�1�1� Jacobian matrix associated with Eq. �28� �15,23�.
Since the linear susceptibility is related to a modulation in-
stability incompatible with the underlying structure of the
lattice, the nonlinear �spin glass� susceptibility must be con-
sidered. Therefore the criterion for the stability of the 1RSB
ansatz simply reads

�
j��a\i;b��j\a

	 �ua→i

�ub→j
2


 1, �34�

which yields

��L − 1��K − 1�� �1 − u�e−y

u�e−y + �1 − e−y�uL−1�
� 
 1. �35�

To study the instability of the second kind, instead, we
consider a two-step RSB-like ansatz of the form Q�Q�
��lul�̂�Q�u�−��u− l��, and P�P���lgl�̂�P�h�−��h− l��,
where the 1RSB states coincide with the 2RSB clusters and
the 2RSB states reduce to single configurations. We want to
compute the widening of �Q=�m�l�m���u−m�−��u− l��,
which can be written in terms of the widening of �P
=�q�r�q���h−q�−��h−r��, and check whether or not it
grows under iteration. In order to do that we have to sum
over all the perturbations of the cavity fields on the neigh-
boring sites, which change the configuration of a given site
from l to m, according to their Boltzmann weight �for a
general explanation see �15,23��:

ul
a→i��m�l =

1

Z1
�

�j1,. . .,jK−1���a\i;�gj1→a,. . .,gjK−1→a�→l

�gj1→a
¯ gjK−1→ae�y2−y1��T,iter

a��a\i�gj1→a,. . .,gjK−1→a�

� �
w,q�gjw→a,�gj1→a,. . .,q,. . .gjK−1→a�→m

�ey2�T,iter
a��a\i�gj1→a,. . .,q,. . .,gjK−1→a���gjw→a�q. �36�

A similar equation, which gives the ��q�r in terms of
the ��m�l, can be derived. The problem can then be
rewritten solely in terms of the coefficient u. Using a
transfer matrix representation we find ��0�−1= �L−1�
��K−1��b,c=0,−1;b�cT�0,−1��b,c���b�c. Therefore the 1RSB so-
lution is stable, provided that the eigenvalue of T of largest
modulus � is such that �L−1��K−1��
1. The transfer ma-
trix T reads �without losing generality we can set y1=y2=y�

0.13 0.135 0.14
ρ

-0.04

0

0.04

0.08
Σ

ρ
cov

ρ
s

ρ
d

FIG. 3. Complexity � as a function of the density of active
variables � for L=4 and K=8. For �cov
�
�s the 1RSB ansatz is
stable. �cov �where �=0� is the minimal covering density. Below
�cov the complexity becomes negative: it is no longer possible to
find solutions with smaller densities where all the clauses are satis-
fied and a covering-uncovering �COV-UNCOV� transition takes
place. The 1RSB ansatz is no longer stable for ���s, where further
breaking of the replica symmetry is expected to occur.
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T =
1

Z	 0 u�L−1��K−1�e−y

uLK−L−K�1 − u� 0

 , �37�

where the normalization is given by Z= �e−y + �1
+e−y�uL−1�K−1. Therefore the stability criterion of the 1RSB
solution is given by

�L − 1��K − 1�
�e−yu2�L−1��K−1�−1�1 − u�
�e−y + �1 − e−y�uL−1�K−1 
 1. �38�

For some values of L and K, according to the stability crite-
rions given in Eqs. �34� and �38�, we find that the 1RSB
solution is stable around the COV-UNCOV transition, and
therefore the threshold is likely to be exact. On the contrary,
for other values of L and K the 1RSB approach is unstable,
and a higher order replica symmetry breaking transition is
expected to occur. In this case a more involved analysis
would be required to locate the COV-UNCOV threshold �the
1RSB result is expected to provide a lower bound�. This
happens, for instance, for K=2, where the results already
found for the standard VC problem are fully recovered �2�.

The phase diagram of the system as a function of the item
and test degrees L and K is presented in Fig. 4, showing the
relative positions of the different phases in the minimal cov-
ering limit.

V. SURVEY PROPAGATION AND SURVEY INSPIRED
DECIMATION

We have already mentioned the possibility that, in anal-
ogy with K satisfability and other optimization problems, the
BP and SP equations, Eqs. �5�, �26�, and �27�, may provide
efficient algorithmic tools to find solutions of the HS prob-
lem on large instances �7,10�. In the present section, taking
advantage of the analytical investigations presented above,
we test numerically the efficiency of these message passing
algorithms on large samples �24� �for several values of the

connectivity�, and compare their performance to a simple
heuristic covering algorithm. We show that BP and SP pro-
vide an efficient way to solve the HS, being able to find
covering patterns whose sizes are very close to the minimal
one. Moreover, in the region of K and L where a one-step
RSB occurs, we show that an SP algorithm allows us to
improve the BP results, and to find solutions of the HS ex-
tremely close to the COV-UNCOV threshold predicted by
the theoretical analysis.

In the following, we briefly describe the three algorithms
used, and finally we present the results found.

A. Belief propagation (BP) algorithm

The BP algorithm simply consists in finding by iteration a
solution of Eqs. �5� on a given factor graph, and then apply-
ing an iterative decimation procedure which, at each step,
polarizes the most biased variables, until all the variables are
fixed. Thus the BP algorithm works by iterating the three
following steps:

�i� Solve the BP equations, Eqs. �5�, on the graph, until all
the messages converge to a fixed point.

�ii� Compute the marginals acting on each variable �i.e.,
the probability of being 0 or 1�, and we polarize the most
biased variable, by assigning to it the most probable value.

�iii� Generate the new reduced graph, by removing the
variable that has been polarized and all the edges incoming
on it. In the case where the variable has been polarized to 1,
we also remove all the tests to which it is connected �since
they are automatically satisfied� and all the edges incoming
on those tests.

There is a problem concerning the convergence of BP that
has to be mentioned. In particular, as discussed in the previ-
ous sections, depending on the value of K, L, and �, the
entropy of the RS solution of the �i.e., the number of solu-
tions of the BP equations� can be either positive or negative.
In order to make the BP equations converge, we fix the value
of � in such a way that RS entropy of the problem is posi-
tive. As a matter of fact, while the BP algorithm is iterated,
the decimated graph modifies and consequently the entropy
associated to the problem defined on the reduced graph
changes. As a consequence, it can occur that the BP equa-
tions do not converge on the reduced graph, after that some
variables have been fixed. In order to overcome this problem,
during the decimation procedure we tune the chemical po-
tential in such a way that the RS entropy is always kept
positive. �Another possible and equivalent strategy consists
in choosing at each decimation step the largest value of � for
which the BP equations converge to a fixed point.�

B. Survey propagation (SP) algorithm

In some regions of the phase space the BP equations pos-
sess a high number of solutions �corresponding to different
thermodynamic states�, and none can be found using a local
iterative updating scheme. BP works well if a single cluster
of minimal HS exists. However, a breaking of the replica
symmetry implies the emergence of clustering in the solution
space. This effect is captured by the SP algorithm, as first
proposed in �10�, which describes the statistics over all the

2 4 6 8 10 12 14 16 18 20 22
L
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16
K

FIG. 4. �Color online� Phase diagram of the minimal hitting set
problem. Black squares, red circles, and blue triangles correspond,
respectively, to the values of L and K for which the minimal HS
configurations are described by a replica symmetric ansatz, a one-
step replica symmetry breaking ansatz, and a higher order replica
symmetry breaking ansatz. As already shown in �2�, for K=2 the
solution of VC exhibits higher order RSB for every value of L.
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solutions of the BP equation, by taking into account their
thermodynamic weight. Basically, the SP algorithm is very
much like the BP one, and it consists of the same three steps
as before. The only difference is that the SP messages, Eqs.
�26� and �27�, must now be used instead of the BP ones. In
order to have a minimal HS covering of the factor graph, we
would like to set the value of y to that corresponding to the
COV-UNCOV transition, where the 1-RSB free energy has a
maximum and the complexity vanishes. However, it can oc-
cur that, once some variables have been fixed, the SP equa-
tions stop to converge on the reduced graph for that value of
y. This is due to the fact that while the decimation is carried
on, the graph and, consequently, the complexity change, and
y may now fall into the uncoverable region of the decimated
problem. Therefore, in order to overcome this problem, after
some decimation steps we recompute the complexity of the
decimated problem defined on the reduced graph, and we
tune the value of y to that corresponding to the new COV-
UNCOV threshold.

C. Greedy algorithm

Here we present a very simple heuristic algorithm which
allows us to find a covering pattern of the hypergraph. The
algorithm consists of the following steps:

�i� We pick up the variable with highest degree and we set
it to 1 �if more than one variable has the highest degree, we
pick up a variable at random from among all those with the
highest degree�. We then remove from the graph this variable
and all the edges incoming on it. We also remove all the tests
connected to that variable �since they are satisfied� and all
the edges incoming on those tests. We repeat this procedure
until there are no variables left with degree larger than zero,
and no more tests.

�ii� We fix to zero all the remaining variables, which are
all isolated.

D. Results

We have tested these three algorithms on large instances
for several values of L and K. It turns out that in general both
BP and SP perform much better than the greedy algorithm,
and are able to find efficiently solutions of the HS very close
to the minimal COV-UNCOV threshold predicted by the
analytical calculations �in general the size of the solutions
provided by BP and SP is always less than a few per cent
larger than the minimal one�. In particular, for values of L
and K for which a one-step RSB transition occurs �see Fig.
4�, SP is able to improve the BP result. Just to give a more

quantitative idea of the performance of the different algo-
rithms, in Fig. 5 we present the results of the numerical tests
of the three algorithms for L=4 and K=6.

VI. DISCUSSION AND CONCLUSION

In this paper we have studied the statistical mechanics of
a generalized vertex covering problem on the hypergraph,
which might have many practical applications. As an ex-
ample, the problem of group testing is deeply related to the
HS, and the knowledge of the phase diagram of the latter
could give important insights on how to devise an efficient
reconstruction algorithm for the former, depending on L, K,
and on the density of active items.

The minimal HS has been studied in great detail. For a
low enough degree of the items �L=2, L=3, K�7, L=4, and
K�21, . . .� we find that the RS solution describes correctly
the minimal covering configurations. For bigger values of L,
the RS ansatz becomes inconsistent, whereas the 1RSB so-
lution is stable and is likely to provide the correct solution
around the COV-UNCOV threshold. Both in the RS and in
the 1RSB region we have found explicit results on the mini-
mal density of active items required to cover the factor
graph, and on the structure of the phase space. On the other
hand, there are also cases �e.g., the ordinary VC problem
�2,3�, K=2 and L�3� where further RSB steps are required.
In these cases the 1RSB approach becomes inconsistent and
higher RSB patterns are required.

Finally, we have shown that a decimation procedure based
on the BP and SP equations turns out to be a very efficient
strategy to solve large individual instances of the HS prob-
lem.
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